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ABSTRACT

• Online social media platforms extensively popular in the recent times. However, this popularity
has also resulted in widespread online abuse of different types like hate speech, offensive
language, sexist and racist opinions, etc.

• Detection and curtailment of such abusive content is critical for avoiding its psychological
impact on victim communities, and thereby preventing hate crimes.

• In this paper, we propose mechanisms for predicting presence, severity and target of abusive
behavior.

• To address these challenges, we propose a two-stage hybrid attention-based deep learning
system called AbuseAnalyzer.

• To demonstrate the efficacy of our proposed methods, we contribute a dataset with 7820 Gab
posts, each of which is manually labeled comprehensively across all such aspects.
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• Besides the Gab post text, we also extracted meta-data related to posts over a period of 4 months to create a corpus of 7820
annotated posts.

• After the creation of the dataset, we used multiple dataset analysis techniques to understand the nature of the data, this
essentially helped us to get insight on the nature of the platform as well as on the variety of abuse present on it.

• The second part of work involves development of a deep neural network pipeline system called AbuseAnalyzer which takes in
the post text as the input and makes prediction across each of the aforementioned task. We then performed multiple
experiments to check the effectiveness of the proposed model.

Table 1: Experimental Results for Abuse Detection and Severity 
Prediction Tasks

Table 2: Sample cases where AbuseAnalyzer predicts correctly 
but the best baseline system fails.

Figure 1: Distribution of different types of slurs among the posts


