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ABSTRACT

● Many resource-poor languages fail to reap the 
benefits of recent developments of deep feature 
representations in Natural Language Processing 
(NLP) due to the lack of abundant annotated 
corpus. 

● We create an annotated dataset for multiple NLP 
tasks such as Sentiment Analysis, Emotion 
Identification, Hate-Speech Detection, and 
Sarcasm Detection for Telugu language. 

● We propose to use a Multi Task Graph 
Convolutional Neural Networks (MT-Text GCN) 
on Telugu to: (i) learn word embedding 
representation generated from reconstructed 
graph encoder, (ii) learn sentence representation 
for multi-task text classification for the above 
mentioned tasks.
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DATA CONCLUSION

1. We formulate the problem as a graph to learn word 
and sentence embeddings, and perform multi-task 
text classification jointly with GCN.

2.  We are the first to create a GCN model on Telugu 
language and our MT-Text GCN outperforms the 
earlier methods.
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